What is a confidence interval?

StatPREP Class Activity

# Orientation

Statistics includes many forms and procedures for expressing uncertainty. A simple one is the assignment of a probability to a potential outcome. For instance, if we say the chance of rain tomorrow is 50%, we are expressing a large amount of uncertainty. In contrast, if the probability is specified as 10%, we are expressing much more certainty.

Another setting in which it’s helpful to express uncertainty involves a sample statistic such as the mean, standard deviation, median, correlation, regression slope, etc. After collecting a sample from the population, we simply calculate a sample statistic using the appropriate arithmetic; there is no uncertainty involved in that calculation. Where the uncertainty arises is in interpreting that calculated value. We would like to think that the calculated value can be taken as representative of the population from which the sample was collected. Indeed, we use phrases like “**estimate** the mean” to emphasize that we’re interested in the sample statistic only insofar as it is a good approximation to the population parameter.

The challenge is how to tell how well the sample statistic corresponds to the population parameter. This is a problem simple because *we do not know* the population parameter. Without this basic information about the population, we must be uncertain the extent to which the sample statistic corresponds to the population parameter.

Remarkably, it is possible to calculate from the sample alone and indicator of how well the sample statistic corresponds to the population paremeter. The calculation produces a pair of numbers: the lower and upper bounds of what we call a *confidence interval*.

Often, statistics books devote many pages to how to calculate a confidence interval. We’re not going to do that here. The fact is, computers allow us to do the calculation just by asking for a confidence interval. We’re going to look at things a different way:

Suppose someone presented a computer program as a legitimate way to calculate a confidence interval? How would you know that the claim is correct?

The calculations for a legitimate confidence interval were designed by people, and usually there are different ways to calculate a legitimate interval on the same sample statistic.

But you can’t just make up your own interval and expect it to be legitimate. By analogy, you can put water in a bottle, shake it, and call it wine. But it won’t be legitimate wine. You can cut out cardboard wheels, paste them to a box, and call it a car. But it won’t be a legitimate car. This is common sense, since we are all very familiar with cars and wine. But there’s no common sense to identify an interval as a legitimate confidence interval.

In this activity, we’re going to present you with an interval and ask you to confirm that it is a legitimate confidence interval.

# Activity

1. Open the Little App on [Confidence intervals and sampling bias](https://dtkaplan.shinyapps.io/LA_sampling_bias/). (See footnote[[1]](#footnote-23)). The graph that will be displayed is very simple: A jittered point plot of the response variable from a random sample from the population. To keep the app simple, there is no explanatory variable. Just the response variable is shown with the horizontal axis used for jittering so that you can see the distribution of response variable.

* Also shown in the app is a horizontal line showing the *population mean*. Of course, ordinarily we don’t know the population mean, but this app uses the whole data set, typically many thousands of cases, as a stand-in for the population.
* There is also an interval shown. It was calculated using a standard technique for finding the confidence interval on the mean from the sample.
* Chances are, the confidence interval on your display includes the population parameter. The probability of that being the case is the meaning of the *confidence level*, which by default is 95%.
  + Since the default confidence level is 95%, it’s to be expected that the vast majority of the time the confidence interval will include the population parameter. Press “New Sample” many times in a row, noting after each press whether the confidence interval generated by the new sample includes the population parameter. Keep going until you encounter at least 2 intervals that don’t cover the population parameter.

|  |  |  |
| --- | --- | --- |
| * Did cover |  | * Did not cover |
| * \_\_\_\_\_\_ |  | * \_\_\_\_\_\_\_\_\_ |

1. Setting the confidence interval to 95% is an important statistical convention. In genuine statistical work, you should change it only for a good reason and make sure that the confidence level you are using is presented clearly in any report of your work. But for us here, 95% is inconvenient. The problem is that in addition to confirming that the confidence interval covers the population parameter the vast majority (95%) of the time, we also want to confirm that it **does not** cover the population parameter sometimes – about 5% of the time for a 95% confidence level.
   * Set the confidence level to 50%. (This is just for the purpose of this demonstration. Remember, 95% is the convention.) This implies that, from sample to sample, the confidence interval will cover the population parameter 50% of the time and *will not cover* it the other 50% of the time. Pressing “new sample” 20 times and record how many times the confidence interval does and does not cover the population parameter.

|  |  |  |
| --- | --- | --- |
| * Did cover |  | * Did not cover |
| * \_\_\_\_\_\_ |  | * \_\_\_\_\_\_\_\_\_ |

1. A legitimate process for constructing confidence intervals will create intervals that work regardless of the choice of the response variable.
   * Try a variety of response variables and see if the confidence interval covers the population parameter with the right frequency, that is, about 50% for a 50% confidence level and 95% for a 95% level.

* Your answer:\_\_\_\_\_\_\_\_\_

1. A legitimate process for constructing confidence interval will create intervals that work regardless of the size of the sample. It’s hard to make such intervals for very small samples, but for sample sizes bigger than a couple of dozen, the established methods work pretty well.
   * Try some different sample sizes, say n = 500 or 1000. Confirm that the confidence intervals cover the population parameter with the right frequency. For each of those sample sizes, set the confidence level to 50% and record the number of times out of 20 different samples that the confidence interval covers the population parameter.

|  |  |  |
| --- | --- | --- |
| * Did cover |  | * Did not cover |
| * \_\_\_\_\_\_ |  | * \_\_\_\_\_\_\_\_\_ |

1. In order for confidence intervals to behave in the right way, that is, to cover the population parameter at a frequency specified by the confidence level, valid confidence intervals tend to change systematically with the sample size and with the confidence level.
   1. Keeping one sample on the display, change the confidence level. Use the measuring stick to find the length of the new interval and record this information in the table below.

|  |  |  |
| --- | --- | --- |
| * Confidence level |  | * Interval length |
| * 50% |  |  |
| * 80% |  |  |
| * 95% |  |  |
| * 99% |  |  |
| * 99.99% |  |  |

* 1. Come up with a general statement about how the length of the confidence interval depends on the confidence level.
* Your answer:
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAEBCAYAAABMnESNAAABJ2lDQ1BrQ0dDb2xvclNwYWNlQWRvYmVSR0IxOTk4AAAokWNgYFJILCjIYRJgYMjNKykKcndSiIiMUmB/zMDCIMnAyaDAYJ6YXFzgGBDgwwAEMBoVfLvGwAiiL+uCzMKUxwu4UlKLk4H0HyDOTi4oKmFgYMwAspXLSwpA7B4gWyQpG8xeAGIXAR0IZG8BsdMh7BNgNRD2HbCakCBnIPsDkM2XBGYzgeziS4ewBUBsqL0gIOiYkp+UqgDyvYahpaWFJol+IAhKUitKQLRzfkFlUWZ6RomCIzCkUhU885L1dBSMDAwtGRhA4Q5R/TkQHJ6MYmcQYgiAEJsjwcDgv5SBgeUPQsykl4FhgQ4DA/9UhJiaIQODgD4Dw745yaVFZVBjGJmMGRgI8QFf7Ep6DX7qQQAAAAlwSFlzAAAmcwAAJnMB82x1CgAAAVlpVFh0WE1MOmNvbS5hZG9iZS54bXAAAAAAADx4OnhtcG1ldGEgeG1sbnM6eD0iYWRvYmU6bnM6bWV0YS8iIHg6eG1wdGs9IlhNUCBDb3JlIDUuNC4wIj4KICAgPHJkZjpSREYgeG1sbnM6cmRmPSJodHRwOi8vd3d3LnczLm9yZy8xOTk5LzAyLzIyLXJkZi1zeW50YXgtbnMjIj4KICAgICAgPHJkZjpEZXNjcmlwdGlvbiByZGY6YWJvdXQ9IiIKICAgICAgICAgICAgeG1sbnM6dGlmZj0iaHR0cDovL25zLmFkb2JlLmNvbS90aWZmLzEuMC8iPgogICAgICAgICA8dGlmZjpPcmllbnRhdGlvbj4xPC90aWZmOk9yaWVudGF0aW9uPgogICAgICA8L3JkZjpEZXNjcmlwdGlvbj4KICAgPC9yZGY6UkRGPgo8L3g6eG1wbWV0YT4KTMInWQAAAMVJREFUaAXt0jEKwCAAxVDr/e9sxS1DoK4lbj/o8vBZ+4yLMy/unqs9+CKWUkoi0NcQGOSUwCEjJYFBTgkcMlISGOSUwCEjJYFBTgkcMlISGOSUwCEjJYFBTgkcMlISGOSUwCEjJYFBTgkcMlISGOSUwCEjJYFBTgkcMlISGOSUwCEjJYFBTgkcMlISGOSUwCEjJYFBTgkcMlISGOSUwCEjJYFBTgkcMlISGOSUwCEjJYFBTgkcMlISGOSUwCEjJYFB/oPSC5cDBf69Uje0AAAAAElFTkSuQmCC)
  1. Similarly, at a fixed confidence level, try several different sample sizes and measure the length of the confidence interval. Record this information and, again, come up with a general statement that describes well how the length of the confidence interval depends on the sample size.

|  |  |  |
| --- | --- | --- |
| Sample size |  | Interval length |
| 50 |  |  |
| 100 |  |  |
| 500 |  |  |
| 1000 |  |  |
| 5000 |  |  |
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